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ABSTRACT6

Many climate models are unable to capture the magnitude of observed warming and sea ice7

decline in high northern latitudes. To understand the factors affecting the simulated warming8

we compare the response to increasing CO2 in two pairs of climate models by decomposing9

the 40–90◦N region heat budget. Each pair includes a member with enhanced global and10

northern high latitude surface temperature increase and smaller ocean heat uptake efficiency11

compared with its counterpart member. Significant differences in sensitivity can be traced to12

formulation differences between the model pairs. The difference in surface heat flux pertur-13

bation between the models is the main forcing of the differences in temperature increase and14

ocean heat uptake. Atmospheric heat transport and outgoing longwave radiation counteract15

the model differences in northern high latitude warming while shortwave radiation differ-16

ences enhance it. The surface flux perturbation difference is associated with a difference in17

the North Atlantic ocean convection in the control climates: When Labrador Sea convection18

is present in the control, it weakens in the perturbed climate leading to a larger reduction19

in ocean overturning and heat transport to northern high latitudes, a relatively cooler high20

latitude ocean surface, increased ocean heat uptake, and a reduction in high latitude atmo-21

spheric warming compared to the model counterpart with stable Labrador Sea convection.22

Because the 40–90◦N region accounts for up to 40% of the global ocean heat uptake the23

process described here may substantially influence the global heat uptake efficiency.24
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1. Introduction25

The ocean buffers atmospheric warming by absorbing and storing heat in a warming26

climate. Ocean dynamical mechanisms are thought to influence the ocean heat storage (e.g.,27

Herweijer et al. 2005; Banks and Gregory 2006; Xie and Vallis 2011). Climate models differ28

in describing the atmospheric warming (climate sensitivity), the amount of heat taken up by29

the oceans, the degree of ocean circulation changes, and the way the atmosphere responds30

to the ocean heat uptake (e.g. Raper et al. 2002; Knutti and Tomassini 2008; Winton et al.31

2010). We use closely related models to trace differences in the climate warming response32

to specific differences stemming from the ocean response.33

One prominent pattern of atmospheric warming in models and observations is the ampli-34

fication of high latitude temperature increase compared to the global mean (e.g. Manabe and35

Stouffer 1979; Hansen et al. 2010). Although often referred to as Arctic amplification, the36

enhanced temperature increase is also apparent in sub-Arctic regions (Holland and Bitz 2003,37

their Figure 1). Climate models analyzed for the Climate Model Intercomparison Project38

Phase 3 (CMIP3) differ in the amplitude of Arctic amplification, spanning a range of 1.2 to39

2.4 at the time of CO2 doubling (Winton 2006). There have been various attempts to explain40

the amplification across models, mostly focussing on the surface albedo feedback (SAF) and41

the atmospheric heat transport responses to increased radiative forcing (e.g., Holland and42

Bitz 2003; Fletcher et al. 2009; Graversen and Wang 2009; Screen and Simmonds 2010). As43

an example Mahlstein and Knutti (2011) showed that models with a large northward ocean44

heat transport in the control climate have an enhanced sea ice cover reduction in perturbed45

simulations.46
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Atmosphere-Ocean general circulation models (AOGCMs) and Earth system models of47

intermediate complexity (EMICs) indicate that in a warming climate the Atlantic meridional48

overturning circulation (AMOC) weakens (Meehl et al. 2007). Changes in temperature and49

salinity cause a more stable, less convective North Atlantic, suppressing the AMOC. Using50

AOGCMs and EMICs Gregory et al. (2005) show changes in surface heat flux dominate51

freshwater fluxes in forcing AMOC weakening (their Figure 4). However, changes in fresh-52

water supply and the sensitivity of the AMOC to freshwater supply differ greatly between53

these models and explain in part the large inter-model spread in AMOC response to radiative54

forcing (Stouffer et al. 2006c). Furthermore, Gregory et al. (2005) show that models with55

initially stronger AMOCs tend to show an enhanced weakening compared to models with56

initial weaker AMOCs (their Figure 3).57

Weaver et al. (2007) confirmed the results of Gregory et al. (2005) with an EMIC intra-58

model analysis and found that the response of the AMOC to freshwater and heat fluxes59

depends on the mean climate state. In cold control climates, freshwater fluxes counteracted60

AMOC weakening; in warm control climates, they enhanced it. The transition took place at61

the onset of the Labrador Sea convection, which occurs in the model of Weaver et al. (2007)62

between 240 and 260 ppmv CO2 forcing. They speculate that the existence of Labrador Sea63

convection in a model might precondition its transient AMOC response.64

Another approach to the correlation between initial AMOC strength and the magnitude65

of its decrease was taken by Levermann et al. (2007), proposing that initially weaker AMOCs66

associated with an initially large sea ice cover are stabilized via the SAF. Enhanced ocean67

heat loss in regions where sea ice retreats would cool the ocean surface layers and allow68

for enhanced convection. Thus initially weaker AMOCs would decrease, but not as much69
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as their initially strong counterparts with a comparatively small ice cover. Gregory and70

Tailleux (2010) take a dynamical approach to the problem, interpreting the AMOC decrease71

with a conceptual model that connects changes in circulation to the kinetic energy balance.72

Hence a reduced input of kinetic energy from reduced deep water formation in the North73

Atlantic is balanced by reduced dissipation of kinetic energy, i.e., a weakening of the AMOC.74

We are concerned with identifying factors that lead to differences in northern high latitude75

warming between climate models. The response of the AMOC to climate forcing plays a76

crucial role due to the close connection between its strength and the ocean heat transport.77

In Section 2 we introduce the experimental set up and the decomposition of high latitude78

heat fluxes. Section 3 presents the results of the heat budget analysis and some related79

model features. We discuss the implications of the results in Section 4.80

2. Models and Methods81

a. Models82

We use two versions of two different AOGCMs, respectively. The first pair of climate83

models are GFDL CM2.0 and CM2.1. These models were used for the Intergovernmental84

Panel on Climate Change Fourth Assessment Report (IPCC AR4) and are fully described85

by Griffies et al. (2005); Delworth et al. (2006) and Gnanadesikan et al. (2006), with further86

analyses done by Wittenberg et al. (2006) and Stouffer et al. (2006b). The second pair are two87

versions of GFDL’s newly developed Earth System Model ESM2G described by Dunne et al.88

(subm.). We use ESM2G which contributes to the CMIP5 database, as well as a preliminary89
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version referred to here as ESM2preG. A short model description and comparison is given90

below. The reader is referred to the publications already mentioned for further details.91

Table 1 gives an overview of the different climate models and their components. CM2.092

and CM2.1 share the same land model and sea ice model. Likewise, ESM2G and ESM2preG93

use the same land and sea ice models, though the land model is updated from the earlier94

version used in CM2.0/CM2.1, and the sea ice model albedos have been set to more phys-95

ically appropriate values. The ocean model configurations in CM2.0 and CM2.1 differ in96

the lateral subgrid scale parameterizations for friction and neutral diffusion, with the CM2.197

settings leading to a stronger subpolar gyre circulation and poleward ocean heat transport.98

CM2.0 and CM2.1 use different atmospheric dynamical cores, with CM2.0 using the B-grid99

core from GFDL GAMDT (2004), whereas CM2.1 uses the finite volume core of Lin (2004).100

ESM2G and ESM2preG use very nearly the same atmospheric model as CM2.1, and all101

models use an atmospheric resolution nominally around 2◦. The two ESMs share the land102

model as well, but ESM2G has a 20% reduced total biomass due to an other land vegetation103

tuning. Both ESMs use Generalized Ocean Layer Dynamics (GOLD) with four bulk mixed104

and buffer layers and 59 interior isopycnal layers (Dunne et al. subm.). The major differences105

between the two ESMs are the introduction of geothermal heating and increased diapycnal106

mixing in ESM2G compared to ESM2preG, both added to address a cool drift in the deep107

ocean of ESM2preG. Since ESM2preG and ESM2G use the same atmospheric component108

we can attribute their perturbation differences to one model component, the ocean. All four109

models use approximately 1◦ (refined in equatorial areas) grid resolution for the ocean.110

111
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b. Experiments112

We report on two integrations of each model. The first experiment is a “mean climate”113

or control run with 1860 forcing. Atmospheric CO2 concentrations are held constant at114

286 ppm. The second experiment includes a forcing of 1% CO2 increase each year beginning115

in year 1860 from the initial condition prescribed by the control experiment. This idealized116

scenario is a standard to compare model behavior (Manabe et al. 1991; Meehl et al. 2000).117

We do not aim for predictions of the future real world climate state or comparisons to118

historical observations. Nonetheless the 1% CO2 forcing is linearly transferable to prevalent119

non-intervention scenario projections (Knutti and Tomassini 2008). The CO2 mixing ratio120

quadruples from 286 ppm to 1144 ppm in year 140 and then stays constant. Non-CO2 forcing121

agents are held constant at their 1860 values.122

In order to minimize the effect of intrinsic model internal climate variability and season-123

ality we always average over the first hundred years of each run. The pertinent variables124

obtained by averaging are robust features of the climate system. Since radiative forcing,125

temperature and sea ice responses are approximately linear in time, all variables can be126

multiplied by 1.4 (=70 yrs/50 yrs) to obtain an equivalent transient response for the variable127

at the time of doubling CO2 around year 70. We use the expressions “response” or “pertur-128

bation” to express the difference between the transient forced and the control integration.129

The assumption is, that if there is a climate drift in the control run, it is present in the130

forced run with the same strength, and makes no contribution to the differences between131

the two runs. In the following we do not deal with equilibrium states, but exclusively with132

transient responses.133
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c. Heat budget decomposition134

In order to analyze the atmospheric and oceanic temperature increase, and the ampli-135

fication of high latitude temperature increase in particular, we decompose the heat budget136

into the processes schematically shown in Figure 1. The region between 40 and 90◦N is137

evaluated, including the Arctic and a broad sub-Arctic region. We choose the lower bound138

of 40◦N because the net poleward energy transport and the control climate AMOC strength139

are largest there (e.g., Trenberth and Caron 2001; Mayer and Haimberger 2011). In addi-140

tion in Section 3 it will become clear that across our models the decrease of the AMOC,141

the associated decrease in ocean northward heat transport, and the intra-model variability142

of the same, have a maximum at 35 – 40◦N. Furthermore the zonal atmospheric vertical143

temperature response shows a pattern with different regimes north and south of roughly144

40◦N (Stouffer et al. 2006b; Meehl et al. 2007, their Figure 10.7). Namely south of 40◦N145

the upper tropospheric warming is largest, whereas north of 40◦N the surface temperature146

increase is most pronounced and larger than the global mean. Winton (2006) shows that147

although the temperatures of the sub-Arctic regions show only a slightly amplified tempera-148

ture response relative to the global mean, the standard deviation to mean warming between149

CMIP3 models is nearly the same as for the Arctic region, indicating that the AOGCMs150

struggle in representing the sub-Arctic region in the same way as they do in representing the151

Arctic region.152

The absorbed shortwave radiation (SW) and outgoing longwave radiation (OLR) can153

be differenced to obtain the net downward top of the atmosphere (TOA) radiation flux.154

Equation (1) displays the net downward surface heat flux (SFC) in the notation of Peixoto155
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and Oort (1992), with F ↑↓
SW being the net surface shortwave radiation flux, F ↑↓

LW the net156

surface longwave radiation flux, F ↑↓
SH the net surface sensible heat flux, finally FLH the latent157

heat flux resulting from evaporation and FM the latent heat flux resulting from melting snow158

F ↑↓
sfc = F ↑↓

SW + F ↑↓
LW − F ↑↓

SH − FLH − FM (1)

.159

Throughout our analysis heat fluxes contain latent components. The convergence of160

atmospheric heat transport (−∇ · AHT ) through 40◦N is approximated as the residual of161

net surface and TOA fluxes, i.e., F ↑↓
sfc and F ↑↓

TOA respectively. We diagnose it assuming the162

atmosphere has no heat capacity:163

dEA

dt
= F ↑↓

TOA − F ↑↓
sfc −∇ · AHT ≈ 0 (2)

The ocean heat transport (OHT) through 40◦N includes the effect of large scale advection164

resolved by the model, and parameterized subgrid scale mesoscale and sub-mesoscale eddy165

transport. The sub-grid parameterizations and bottom and top boundary conditions are166

formulated differently for each model (Griffies et al. 2005; Delworth et al. 2006; Gnanadesikan167

et al. 2006; Dunne et al. subm.). The ocean heat storage (OHS) is calculated as the volume168

integral of ρo cp θ for the ocean model, where ρo = 1035 kg/m3 is the reference density for169

the Boussinesq approximation, cp = 3992 J/(kgC) is the specific heat capacity for seawater,170

and θ is the potential temperature. The ocean heat transport and perturbation in ocean171

heat storage are then divided by the Earth’s surface area between 40 and 90◦N in order to172

compare it to the W/m2 unit of the other fluxes. We note that the method for calculating the173
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storage is approximate because averaged temperatures are used to represent the boundaries174

of the averaging interval. This accounts for the small differences between the divergence of175

boundary fluxes and estimated heat storage evident in Figures 2 and 7.176

Our heat budget analysis accounts for the zonally averaged 40–90◦N ocean. However,177

features such as the slowdown of the overturning circulation or the perturbation of surface178

heat fluxes are most pronounced in the North Atlantic. Unless otherwise noted our analyses179

are 40–90◦N zonal means dominated by the North Atlantic signal, which we do not show180

separately. Similar heat budget studies have been performed using CMIP3 models e.g. by181

Winton (2008) and Lu and Cai (2009) or using observations e.g. by Trenberth and Stepaniak182

(2004).183

3. Model comparison184

Figure 2a depicts the processes shown in Figure 1 in the form of the average control run185

fluxes of the four models. The atmospheric contribution of the northward energy transport is186

five times greater than the oceanic contribution. The ocean heat storage is close to zero, re-187

flecting a near equilibrium state. The average surface flux between 40 and 90◦N is 9.9W/m2
188

and directed from the ocean to the atmosphere. The OLR balances the overall northward189

heat transport, surface, and absorbed shortwave fluxes. The simulated and observed par-190

titioning of heat fluxes are similar: Trenberth and Caron (2001) estimate the atmospheric191

heat transport at 43◦N to account for 78% of the net transport, our model mean accounts192

for 83% in good agreement. Through 40◦N our model’s control climate ocean heat trans-193

port ranges from 0.6 to 1Petawatt (not shown), while Trenberth and Caron (2001) report194
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on estimates of 0.5 to 1.2Petawatts. For a detailed evaluation of our four models against195

observations we refer to Stouffer et al. (2006b); Delworth et al. (2006); Gnanadesikan et al.196

(2006) and Dunne et al. (subm.).197

Figure 2b shows the model average response to the forcing, i.e., the difference between198

perturbed and control runs. The high latitude surface air temperature (Ts) between 40 and199

90◦N increases on average by 1.6K, while the global mean surface air temperature rise is200

1.1K under an average 2.5W/m2 global CO2 radiative forcing. Increases in SW flux and201

the atmospheric heat transport enhance the warming, while the OLR and the surface heat202

flux perturbations damp it. The atmospheric heat transport increase is explained by Held203

and Soden (2006) as a response of latent heat transport to warming. Zelinka and Hartmann204

(2011) discuss a pathway by which feedbacks pronounced in low latitudes impact and enhance205

the meridional poleward heat transport and can affect the energy budget at remote places.206

We show later that atmospheric heat convergence also balances the energy fluxes in the high207

latitude region.208

All four of our models agree on the sign of the flux perturbations (not shown). The surface209

heat flux, upward in the controls (i.e., ocean to atmosphere), is reduced by 1.41W/m2 and210

must be balanced by changes in ocean heat storage (increased by 0.2W/m2) and ocean heat211

transport (reduced by 1.01W/m2). Therefore the storage accounts for about a fifth of the212

surface flux perturbation.213

Figure 3 shows the perturbed climate AMOC responses of each model. The annual maxi-214

mum value of the meridional volume transport, vertically integrated between the surface and215

the bottom at 40◦N (in Sverdrups, where 1 Sv is equivalent to 106m3s−1), was calculated in216

depth space for the ESM2preG/G models and includes sub-grid scale mixing parameteriza-217
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tion (Gent and Mcwilliams 1990) for CM2.0 and CM2.1. The AMOC loses strength linearly218

in time until year 140, when CO2 is capped at quadrupling. The AMOC recovers slightly219

when CO2 concentrations are held constant beyond the year 140 of the model integration220

(for details on CM2.0 and CM2.1 integrations see Stouffer et al. 2006b). We note that the221

linearity of the overturning decline over the first century supports our use of averages over222

this century in our analysis. The fact that models with a strong overturning in the control223

run, like CM2.1 and ESM2G, show a bigger overturning reduction than models with initially224

weaker overturning, like CM2.0 and ESM2preG, is consistent with the relationship found by225

Gregory et al. (2005). The relative magnitudes of our AMOC reduction under CO2 forcing226

is in the range of the models analyzed by Gregory et al. (2005) (see their Figure 3): The227

correlation coefficient of initial AMOC strength and AMOC strength reduction is 0.7 for228

our four models, 0.74 for AOGCMs and EMICs analyzed by Gregory et al. (2005), 0.63 in229

EMICs analyzed by Levermann et al. (2007) and 0.87 in the intra-model analysis of one230

EMIC by Weaver et al. (2007). The ordinary least square linear regression is calculated with231

the AMOC reduction at the time of CO2 quadrupling as the dependent variable and the232

control climate AMOC strength as the independent variable, both in Sv. The corresponding233

slope of our models is -0.66, with the models used by Gregory et al. (2005) having a value234

of -0.45. Although our correlation and regression are derived from just four models, the235

relationships between control overturning and overturning response in the small ensemble236

studied here confirm the relationships in larger ensembles studied previously.237

The impact of the control overturning strength and the overturning decline is expected238

to be evident in poleward heat transport, with stronger heat transport reduction in models239

with stronger overturning decline. Figure 4 illustrates the perturbation of the zonal in-240
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tegrated annual mean ocean northward heat transport. The differences in the control run241

North Atlantic heat transport (not shown) reflect the different initial AMOC strengths, with242

CM2.1 and ESM2G having the stronger and CM2.0 and ESM2preG having the weaker ocean243

heat transport and AMOC through 40◦N. Averaging the perturbation of the four models at244

40◦N gives the OHT arrow in Figure 2b. The heat transport perturbation is particularly245

variable among models around 40◦N. Models with a stronger control climate AMOC and a246

stronger overturning decline (CM2.1 (blue) and ESM2G (black)) show a stronger reduction247

of northward heat transport relative to their weaker overturning counterparts CM2.0 (green)248

and ESM2preG (red).249

a. Labrador Sea250

Figure 5 shows the average wintertime mixed layer depths, which can be used as a measure251

of convection and is defined as the depth where the buoyancy difference with respect to the252

surface level is greater or equal to 3 × 10−4 m s−2 (Stouffer et al. 2006b). The upper four253

panels show the control run of each model, corresponding to Figure 2a, while the lower four254

panels show the responses to CO2 forcing, corresponding to Figure 2b. Only the North255

Atlantic is depicted for its most pronounced convective sites. The mixed layer depths are256

reduced almost everywhere upon CO2 forcing, but focusing on the small scale details of the257

upper panel of Figure 5, it becomes clear that our two pairs of closely related models differ258

strongly in strength and location of their northern convective sites. The control climate259

wintertime Labrador Sea convection is the prominent difference: CM2.0 and ESM2preG on260

the left hand side have very little or no Labrador Sea convection, while CM2.1 and ESM2G261

12



show deeper mixed layer depths, i.e., stronger convection. The bottom panels of Figure262

5 demonstrate that in the Labrador Sea only the models with control climate convection263

experience a reduction of the convection. We confirm the findings of Wood et al. (1999),264

Stouffer et al. (2006b) and Weaver et al. (2007) who point out that the behavior of the265

AMOC decline strongly depends on the reduction of the Labrador Sea convection if the266

model control runs have it. Comparing Figure 5 and 3 indicates that initially strong Labrador267

Sea convection (in CM2.1 (blue) and ESM2G (black) on the right hand of Figure 5 (Figure268

3)) is associated with an initially stronger AMOC. The same models show a stronger AMOC269

decline than their model counterparts, which is consistent with the reduction of Labrador270

Sea convection.271

b. Climate sensitivity272

The general picture of the temperature response due to increased radiative forcing be-273

comes clear in Figure 6 which shows the global zonal averages of air and water temperature274

response for each model. The most robust features are the overall warming of the atmosphere275

with maxima in the low latitude upper troposphere and at the northern high latitude sur-276

face, as well as the warming of the ocean surface layers. A 50–70◦N surface and deep ocean277

cooling is most pronounced in ESM2G which experiences the strongest decline in overturn-278

ing and thereby the strongest heat transport reduction (compare also Figure 3 and Figure279

4). While the ocean heat storage is discussed below, we note here that the cooling deep280

ocean volume around 70◦N apparent in all four models is relatively small compared to the281

warming upper ocean volume around 40◦N. A strong upper ocean warming feature around282
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70◦N is noticeable in CM2.0 and ESM2preG which have a weak decline of the Labrador Sea283

convection as well as of the AMOC. The inter-model differences in the ocean warming are284

more pronounced than in the atmosphere.285

The hemispheric asymmetry of the atmospheric temperature increase is a robust feature286

of climate models (e.g., Manabe and Stouffer 1979; Stouffer et al. 2006b) and observations287

(e.g., Hansen et al. 2010). The high latitude atmospheric warming is less in the Southern than288

in the Northern Hemisphere across all four models because of the smaller land fraction and289

stronger deep vertical mixing in the Southern ocean (Bryan et al. 1988). Between 90◦S and290

40◦N the warming responses resemble each other and differ only in the extent of low latitude291

upper tropospheric warming and the vertical pattern of the Southern Hemispheric warming.292

However, between 40 and 90◦N the tropospheric warming responses of the four models differ293

considerably. CM2.0 and ESM2preG show more extensive northern high latitude warming294

and more pronounced hemispheric asymmetry than CM2.1 and ESM2G.295

The prominent features of Figure 6 are summarized in Table 2. All entries are, like296

the temperature fields in Figure 6, the differences of the hundred year averaged perturbed297

climate and the corresponding hundred year averaged control climate, as described in Section298

2b. Again, assuming a roughly linear change of climate elements such as temperature,299

precipitation or sea ice retreat, one can multiply all entries by 1.4 to approximate the widely300

used transient response of the same variables (e.g., Gregory and Forster 2008; Winton 2008).301

The transient climate response (TCR) is defined as the global mean surface air temperature302

response at the time of doubled CO2 in a model simulation with 1% CO2 increase per year,303

i.e., a 20 year average centered around year 70 from the beginning of the perturbed run.304

Since the AOGCM is not in equilibrium at CO2 doubling, the TCR depends on the ocean305

14



heat uptake as well as the equilibrium climate sensitivity.306

The global and 40–90◦N average surface air temperature increases are shown in the307

first row of Table 2. Each model pair has one member (referred to in the following as the308

more sensitive model) with a large atmospheric temperature response, and one less sensitive309

member with a smaller response. The globally more sensitive members also experience a310

stronger increase of northern high latitude temperatures. The global ocean heat uptake311

shown in the second row is the change in TOA or surface heat flux, i.e., we assume the312

atmosphere to have no heat capacity and the overall global heat transport convergence313

is zero (Section 2c). The global ocean heat uptake efficiency, i.e., the ocean heat uptake314

normalized with the surface temperature increase, is smaller in each pair’s more sensitive315

model (CM2.0 and ESM2preG) compared to its comparatively less sensitive counterpart316

(CM2.1 and ESM2G). The ocean heat uptake efficiency was introduced as a proportionality317

constant to relate the TCR linearly to the ocean heat uptake by Gregory and Mitchell (1997).318

Raper et al. (2002) find a positive relationship between temperature response and ocean heat319

uptake in a large group of GCMs.320

Here the regional ocean heat uptake efficiency is calculated using the change in surface321

fluxes. To account for the northern high latitudes row four shows that the 40–90◦N region322

takes up a substantial amount of heat compared with the remaining 90◦S–40◦N. The heat323

uptake and heat uptake efficiency in the 40–90◦N region ranges from 16% (in CM2.0) to324

41% (in ESM2G) of the global value. Previous work emphasized the impact of the Southern325

Ocean dynamics on the global heat uptake (Stouffer et al. 2006a). Here we emphasize the326

role of the North Atlantic. Its share of global ocean heat uptake efficiency is large enough327

to be important to the global efficiency differences.328
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The next to last row shows that the reduced warming in CM2.1 and ESM2G is also329

reflected in a smaller efficiency of the reduction in northern sea ice extent (the ice cover330

reduction per degree global warming). Winton (2011) discusses intermodel variations in this331

metric for IPCC AR4 models. In the Labrador Sea (not shown) the sea ice cover is reduced332

in the more sensitive model of each pair, i.e., CM2.0 and ESMpreG, while it increases slightly333

in the less sensitive models, i.e., CM2.1 and ESM2G.334

Finally, the last row confirms Gregory et al. (2005) and summarizes Figure 3 in describing335

the reduction of the annual-mean maximum AMOC strength at 40◦N for its initial strength336

(averaged over year 1-10, in Sv), its strength at CO2 quadrupling (averaged over year 130 to337

150, in Sv), and the reduction in percentage. In summary, column two and four show that338

the models with the strong control Labrador Sea convection, strong control overturning, and339

strong overturning decline are the ones with higher ocean heat uptake efficiency, smaller high340

latitude temperature amplification and a smaller sea ice extent reduction efficiency compared341

to their counterpart models.342

c. High latitude temperature amplification343

In Figure 7 we use the same region as in Figure 2a and b. Here the energy budget displays

the difference of flux perturbations for each model pair:

∆∆F = (∆F )more sensitive model − (∆F )less sensitive model

where F is any of the fluxes or the heat storage depicted in Figure 1, the more sensitive344

models are CM2.0 and ESM2preG with a stronger surface temperature increase, and the345

less sensitive models are CM2.1 and ESM2G with a weaker surface temperature increase,346
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respectively. In other words: Figure 7 shows the flux perturbation (∆F ) differences (∆) of347

each model pair. As an example the ocean heat transport reduction of 1.03 W/m2 through348

40◦N in CM2.1 is subtracted from the ocean heat transport reduction of 0.28 W/m2 in CM2.0.349

Thus the reduction in ocean heat transport in CM2.0 is 0.75 smaller than in CM2.1, and350

the OHT difference arrow in Figure 7a points north.351

The main idea is to determine the cause of the temperature response differences. In352

both cases the enhanced temperature increase between 40 and 90◦N is forced by the surface353

heat flux perturbation difference and amplified by the TOA SW perturbation difference.354

Both are marked by arrows pointing into the atmospheric part of the high latitude box355

in Figure 7a and b. On the other hand the atmospheric heat transport as well as the356

OLR flux differences, reflecting the difference in surface temperature, damp the temperature357

response differences, which is indicated by arrows pointing outwards. The difference in358

surface heat flux perturbation is consistent with the difference in oceanic heat transport359

perturbation, since the differences in heat storage between the models are very small (0.02360

and 0.004W/m2). The response of the overturning circulation and associated change in361

ocean heat transport are, hence, important elements of high latitude climate change. Bitz362

et al. (2006) and Winton (2008) discuss a reverse pathway by which ice albedo feedback363

impacts ocean circulation. However, this pathway, which has an albedo reduction driving364

an overturning reduction, is counter to the model differences shown here, since a larger365

albedo reduction was associated with larger ocean heat uptake in these studies. It should be366

mentioned further that although the TOA SW and OLR perturbation differences have the367

same sign for both model pairs the net TOA radiation, i.e., ∆∆SW −∆∆OLR is negative368
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for ∆CM2.0−∆CM2.1 but positive for ∆ESM2preG−∆ESM2G.369

4. Discussion and concluding remarks370

We have shown the surface heat flux response to radiative forcing to be important for the371

high latitude temperature amplification. Since the difference of ocean heat storage responses372

between our model pairs turns out to be negligible, it is the difference in northward heat373

transport responses which accounts for the difference in surface flux perturbation. In turn,374

the difference in ocean heat transport between the models is consistent with the magnitude375

of decreasing strength of the AMOC and the Labrador Sea convection.376

With the Labrador Sea convection we have identified a small scale ocean dynamical377

mechanism which influences the heat uptake at Northern Hemispheric high latitudes (Wood378

et al. 1999; Weaver et al. 2007). This result confirms earlier findings that ocean dynamics379

plays a crucial role in heat uptake (Banks and Gregory 2006; Xie and Vallis 2011). In380

addition the Labrador Sea convection is a feature of the control climate that is important381

to the magnitude of AMOC response and hemispheric warming asymmetry (Stouffer et al.382

2006b).383

Table 2 and Figure 4 indicate that our models show a larger high latitude temperature384

amplification with initially weaker overturning and thus weaker northward heat transport385

reduction (CM2.0 and EMS2G) than their initially strong overturning counterparts (CM2.1386

and ESM2G). This result is in contrast to the model analysis of Mahlstein and Knutti387

(2011), which suggests that models with an initially weaker ocean heat transport (in their388

case through 60◦N, compare our Figure 4) would show less high latitude temperature am-389
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plification. We confirm the finding of Levermann et al. (2007) that models with initially390

weaker overturning experience a smaller surface heat flux response than their initially strong391

overturning counterparts. Levermann et al. (2007) argue that enhanced ocean heat loss392

would allow for more convection and thus stabilize the AMOC decrease. Counter to the393

EMIC analysis of Levermann et al (2007), the high latitude oceans in our models do not394

show enhanced ocean heat loss or enhanced convection. Instead, they show enhanced heat395

uptake and reduced convection (see Section 3). The same relationship is also valid for the396

60–90◦N region (not shown here) used by Levermann et al. (2007). Both Mahlstein and397

Knutti (2011) and Levermann et al. (2007) use the surface albedo feedback (SAF) as central398

point in their line of argumentation, either to explain the Arctic amplification or to explain399

the oceanic convection response and AMOC decrease.400

In order to assess the importance of the SAF relative to the surface heat flux perturbation401

we analyze the TOA SW perturbation in detail (as e.g., Hall 2004; Graversen and Wang402

2009). As described in Winton (2006) we separate the effect of the SAF and the non-SAF on403

the TOA SW perturbation. The analysis reveals that the model mean TOA SW perturbation404

is driven by the SAF induced enhanced ocean shortwave heat uptake, and damped by non-405

SAF (atmospheric) processes.406

Table 3 shows a TOA SW break down, which clarifies that, in terms of high latitude tem-407

perature increase amplification, the non-SAF might act to reduce the temperature amplifi-408

cation difference (in the comparison of the CMs) or enhance it (in comparison of the ESMs).409

As also shown by Hall (2004), we conclude that the SAF should be used with caution in410

causal explanations of the high latitude temperature increase amplification and the AMOC411

reduction behavior. The models with larger SAF had smaller AMOC reductions. Since the412

19



differences in surface heat flux can drive as well as be driven by the differences in AMOC413

response, we cannot determine causality. However, the formulation of the ESM2preG/G pair414

- with only the ocean mixing being substantially different - indicates an oceanic driver as415

a possible explanation for the differences. This is a rare opportunity to trace a significant416

change in sensitivities to formulation differences between the model components.417

In Section 3c and Figure 7 we showed our model high latitude surface warming difference418

to be forced by the difference in surface heat flux perturbation and amplified by the differ-419

ences in TOA SW SAF induced perturbation. Atmospheric heat transport and the OLR420

differences act to damp the high latitude temperature amplification, while the non-SAF421

contribution of the TOA SW perturbation might act either to damp or enhance differences.422

Our results on the importance of the Labrador Sea convection may be sensitive to reso-423

lution because the Labrador Sea itself is only marginally resolved with the one degree ocean424

models used here. The distance between Cape Farewell and Newfoundland spans only twelve425

grid cells in our models (see Figure 5 and also Section 2b). The real world Labrador Sea426

convection is influenced by baroclinic eddies which form along the West Greenland coast and427

enable restratification. According to Jourdain et al. (2010) either a 1/15◦ resolution or ex-428

tremely accurate eddy parameterizations are needed to describe the Labrador sea convection429

appropriately.430

Based on our results we emphasize the need for in-depth modeling studies to determine431

causal physical mechanisms. We suggest further investigation with high resolution eddy432

resolving ocean and climate models to represent the coupled interactions of sea ice and433

ocean circulation that remain to be understood in detail.434
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Last row: AMOC is the total North Atlantic meridional volume transport at566

40◦N of the forced run initial state and → around the year 140 in Sverdrups,567

and the reduction in percentage. Single entries and abbreviations are defined568

and discussed in Section 3b. 31569

3 Top of the atmosphere shortwave perturbation (TOA SW) over the 40–90◦N570

region and perturbation differences split up into the surface albedo feedback571

(SAF) and non-SAF contributions, in W/m2. Net TOA is positive down-572

ward and perturbation means the hundred year averaged difference of the573

1%CO2/yr forced and control run. 32574
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Table 1. Model components

CM2.0 CM2.1 ESM2preG ESM2G

atmosphere AM2 B-grid AM2.1 finite volume
ocean MOM4 different tunings GOLD different tunings
land LM2 LM3 different tunings
ice different tunings — SIS — same tuning

30



Table 2. Sensitivities of the models using one hundred year averaged differences of the
1%CO2/yr forced and control run. As discussed in Section 2b one can multiply all entries
by 1.4 to approximate the widely used transient response. Last row: AMOC is the total
North Atlantic meridional volume transport at 40◦N of the forced run initial state and →
around the year 140 in Sverdrups, and the reduction in percentage. Single entries and
abbreviations are defined and discussed in Section 3b.

unit CM2.0 CM2.1 ESM2preG ESM2G

global/40N-90N ∆Ts K 1.163/1.915 1.058/1.578 1.181/1.896 0.834/1.137

global OHU W/m2 0.756 0.816 0.86 0.821

global OHU efficiency W/m2K 0.650 0.771 0.728 0.984
40N-90N/90S-40N
OHU efficiency

PW/K 0.051/0.269 0.127/0.276 0.120/0.259 0.213/0.296

NH ice reduction eff. 1012m2/K -1.468 -1.342 -1.694 -0.851
initial → reduced
AMOC

Sv/% 17 → 13/24 26 → 14/ 46 15 → 8/47 22 → 10/55
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Table 3. Top of the atmosphere shortwave perturbation (TOA SW) over the 40–90◦N
region and perturbation differences split up into the surface albedo feedback (SAF) and
non-SAF contributions, in W/m2. Net TOA is positive downward and perturbation means
the hundred year averaged difference of the 1% CO2/yr forced and control run.

net TOA SW = surface + non-surface

∆CM2.0 – ∆CM2.1 (Figure 7a) 0.15 = 0.38 – 0.23
∆ESM2preG – ∆ESM2G (Figure 7b) 1.24 = 0.84 + 0.4
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Fig. 2. Upper panel: Mean fluxes of our four models in their control climate state. Lower
panel: Mean flux perturbations for the same models (1%CO2/yr forced minus control run)
under 2.5 W/m2 global CO2 forcing. All fluxes are described in W/m2 where the area is the
Earth’s surface between 40 and 90◦N. The sum of the fluxes in the atmospheric and oceanic
box are only close to zero since the mean of four models is shown. For each individual model
they are balanced (not shown). Abbreviations are defined in Figure 1.
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Fig. 3. Time series of the simulated maximum North Atlantic meridional overturning cir-
culation strength at 40◦N of the 1% CO2/yr forced run, in Sverdrups (106m3s−1), 5 year
running mean, detailed description in Section 3. The time of CO2 doubling and quadrupling
is indicated in year 70 and 140, respectively. ESM2G (black), ESM2preG (red), CM2.1
(blue), CM2.0 (green).
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Fig. 4. Zonally integrated perturbation of oceanic northward heat transport in Petawatt.
Perturbation means the difference between the hundred year averaged 1%CO2/yr forced and
control run. ESM2G (black), ESM2preG (red), CM2.1 (blue), CM2.0 (green). The vertical
black line indicates the lower boundary used for the analysis of the high latitude heat budget.
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Fig. 5. North Atlantic close-up of the hundred year averaged wintertime (JFM) mixed
layer depth in meters for the control climate (top four panels) and the perturbation, i.e.,
1%CO2/yr forced minus control run (lower four panels, different color coding) as a measure
of convection. The Labrador Sea convection is only reduced in the models with substantial
control climate Labrador Sea convection (right hand side).
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Fig. 6. Zonal mean atmosphere and ocean temperature perturbation, i.e., 1%CO2/yr forced
minus control run in Kelvin for CM2.0 (upper left), ESM2preG (lower left), CM2.1 (upper
right) and ESM2G (lower right). The two models on the right hand side are the ones which
have Labrador Sea convection.
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Fig. 7. Forcing of the difference in hundred year averaged northern high latitude temperature
perturbation, i.e., 1% CO2/yr forced minus control run. Upper panel ∆CM2.0 − ∆CM2.1,
lower panel ∆ESM2preG−∆ESM2G. Fluxes are described in W/m2 where the area is the
Earth’s surface between 40 and 90◦N.
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